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ABSTRACT 8 

Introduction: The integration of Artificial Intelligence (AI) in medical education has emerged 9 
as a transformative shift, particularly within Competency-Based Medical Education (CBME). 10 
AI technologies, including Natural Language Processing (NLP) and machine learning, offer 11 
opportunities to enhance personalized learning and competency assessment. 12 

Methods: A scoping review was conducted following the framework by Arksey and O'Malley 13 
(2005) to examine the current integration of AI in CBME. Empirical studies were included, 14 
focusing on AI applications in medical education, competency assessments, and skill 15 
development. 16 

Results: The 50 studies, published from 2010 to 2025, were included in the scoping review and 17 
the synthesized evidence demonstrated that AI has shown potential in automating assessments, 18 
providing real-time feedback, and supporting personalized learning paths. Common AI 19 
technologies such as generative AI, NLP, and machine learning were applied across diverse 20 
medical education settings. However, challenges regarding ethical concerns, faculty training, 21 
and limited integration within established curricula were identified. 22 

Conclusion: The integration of AI into CBME offers significant potential in medical education; 23 
however, several challenges remain. There is a need for more empirical research, longitudinal 24 
studies, and AI literacy programs such as training in prompt engineering, AI ethics, and 25 
responsible data use for both educators and students. Addressing these gaps will ensure AI’s 26 
effective, ethical, and equitable integration in medical training. 27 

Keywords: Artificial Intelligence, Competency-Based Education, Teaching 28 
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1. Introduction 30 
The integration of Artificial Intelligence (AI) in healthcare education represents a transformative 31 
shift, responding to the demands of a rapidly evolving healthcare landscape and the growing 32 
complexity of medical practice [1]. Historically, medical education has focused on providing 33 
knowledge and clinical skills through time-based curricula. However, with the increasing 34 
imperative to optimize service delivery and address disparities in medical training, there is a 35 
shifting focus towards Competency-Based Education, which centers on learners’ ability to 36 
demonstrate specific competencies rather than simply completing a set number of hours or 37 
procedures [2]. This educational transformation seeks to ensure that medical students are 38 
adequately prepared for authentic clinical practice environments by focusing on proficiency in 39 
core competencies, ethical conduct and professional behavior, and other vital clinical attributes 40 
at each stage of the educational continuum [3-5].  41 
With the rapid advancement of AI, novel opportunities have emerged to strengthen the 42 
Competency-Based Medical Education (CBME) model. AI systems can facilitate the formative 43 
and summative assessment of student competencies through real-time feedback, enabling 44 
personalized learning trajectories, and utilizing advanced analytics to monitor learners' progress 45 
across multiple domains of professional development [6, 7]. 46 
AI systems, including those powered by Natural Language Processing (NLP) and machine 47 
learning, automate labor-intensive tasks such as grading, supporting the evaluation in the 48 
assessment of clinical skills, and even predicting individual learning gaps for students based on 49 
longitudinal performance data [8, 9]. This could significantly alleviate the workload for medical 50 
educators while promoting greater objectivity and consistency in evaluations [10].  51 
The integration of AI in CBME represents a promising development in medical education, 52 
offering the ability to assess both cognitive and non-cognitive aspects of learning. AI's capacity 53 
to harness large-scale data analytics can generate nuances into student performance, identify 54 

areas in need of remediation, and support the creation of adaptive, personalized learning 55 
trajectories [11-13]. For example, AI-enhanced simulation platforms (such as MedSimAI) are 56 
capable of replicating authentic clinical encounters and delivering immediate, structured 57 
feedback aligned with standardized assessment instruments, such as the Master Interview Rating 58 
Scale (MIRS). These systems facilitate the evaluation of both cognitive competencies (e.g., 59 
clinical reasoning) and non-cognitive attributes (e.g., communication skills and empathy) [11]. 60 
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Despite evident advantages of AI integration in medical education, the implementation is 61 
accompanied by several challenges. Key concerns include the ethical implications of employing 62 
AI in educational assessments, the reliability and validity of AI-generated feedback, and the 63 
need for comprehensive training for both educators and learners to effectively use AI tools. 64 
Furthermore, medical institutions often encounter systemic barriers, such as limited financial 65 
and infrastructural resources, insufficient faculty expertise on AI technologies, and institutional 66 
resistance to pedagogical change [14].  67 

In response to the emerging opportunities and ongoing challenges, a scoping review is needed 68 
to investigate the current state of AI integration within CBME. In particular, the study must 69 
explore the AI technologies being utilized, their applications in competency assessment and skill 70 
development, and the extent of their impact on medical education [1]. Therefore, this scoping 71 
review aimed to analyze published literature on AI in CBME to identify current application 72 
trends, categorize prevalent AI technologies, and highlight existing research gaps requiring 73 
further exploration. By systematically analyzing the existing body of literature, this review 74 
mapped prevailing practices, identified research gaps, and outlined future directions to enhance 75 
the effective and ethical implementation of AI in medical education. Furthermore, this review 76 
seeks to elucidate the role of AI in supporting competency evaluation within CBME frameworks 77 
by examining its applications in the assessment of cognitive functions, procedural proficiency, 78 
and interpersonal communication skills.   79 

2. Materials and Methods 80 

2.1. Review Design and Framework. 81 

This scoping review adopted the methodological framework developed by Arksey and O’Malley 82 
(2005) [15] and refined by Levac et al. (2010) [16], and adhered to the PRISMA extension for 83 
Scoping Reviews (PRISMA-ScR) Checklist (Appendix 1). The primary objectives were to map 84 

the scope of AI applications in CBME across medical training programs, and to examine the 85 
extent to which AI technologies are being integrated into assessment processes and competency 86 
development. Publications included in the review were empirical studies on the use of AI tools 87 
in both formative and summative evaluations within CBME frameworks, offering a 88 
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comprehensive overview of AI-enabled approaches to assess clinical performance, cognitive 89 
abilities, and other essential competencies in medical education. 90 

2.2. Inclusion and Exclusion Criteria 91 

The studies included in this review were selected according to the criteria presented in Table 1. 92 

Insert Table 1 93 

2.3. Information Sources and Search Strategy 94 

The literature search was conducted on five databases (i.e. PubMed, Scopus, ERIC, 95 

ScienceDirect, and Google Scholar) for peer-reviewed English-language publications up 96 

to April 2025. The search strategy was formed by keywords across three domains: 97 

(1) Artificial Intelligence 98 

(2) Competency-Based Education  99 

(3) Medical Education 100 

The search query was developed by combining the keywords using Boolean operators 101 

as follows:  102 

("artificial intelligence" OR "machine learning" OR "deep learning" OR "natural 103 

language processing" OR "generative AI" OR "ChatGPT") AND ("competency-based 104 

education" OR "CBME") AND ("medical education" OR "medical training" OR 105 

"clinical education") 106 

Truncation (e.g., educat*) and filters were applied when supported by the database. 107 

Reference lists of included articles were also manually screened to capture additional 108 

relevant studies. 109 

2.4. Study Selection 110 

After initial screening, studies were assessed based on titles and abstracts using 111 

predefined inclusion criteria. Full-text articles were then reviewed by two independent 112 

reviewers. To enhance objectivity, the Rayyan platform was used to facilitate blinded 113 
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screening, preventing bias between reviewers [17]. Any discrepancies were discussed 114 

and resolved by a third senior reviewer with expertise in medical education and AI, 115 

ensuring consistent judgment. Although interrater agreement statistics were not 116 

calculated, consensus was achieved on all included studies. 117 

2.5. Data Extraction 118 

Data were extracted from the included studies using a standardized data extraction form, which 119 
captured the following information: Study characteristics (e.g., authors, year of publication, 120 
study design); AI applications in medical education (e.g., natural language processing (NLP), 121 
machine learning, AI-driven feedback systems); Competency domains assessed (e.g., medical 122 
knowledge, clinical skills, interpersonal communication, professionalism); Educational settings 123 
(e.g., undergraduate, postgraduate, clinical training, virtual learning environments); Impact of 124 
AI on the competency development (e.g., improved feedback, personalized learning paths, 125 
assessment efficiency); Challenges and barriers to AI adoption in CBME (e.g., ethical 126 
considerations, faculty training, data privacy). 127 

2.6. Data Analysis and Synthesis 128 

To explore trends over time, a year-wise descriptive analysis was conducted on the included 129 
studies. For each publication year, the following variables were aggregated: the number of 130 
studies, countries involved, research designs, types of AI, and areas of application in medical 131 
and health professions education. This data set was synthesized into a structured table, providing 132 
a comprehensive longitudinal overview of how AI technologies have been integrated into 133 
medical education across geographic, methodological, and thematic dimensions. Data cleaning 134 
included normalization of country names, grouping of similar AI techniques (e.g., Diffusion 135 
Models, Large Language Models), and clustering study design terms for consistency. To 136 
visualize the global distribution of studies, a choropleth mapping analysis was performed in this 137 
review. Country information was extracted from each article and standardized using codes for 138 
representation of country names by ISO. The number of studies originating from or conducted 139 
in each country was aggregated. The results were plotted on a world map using a color gradient 140 
to indicate frequency, with darker colors representing higher research activity. This visualization 141 
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was implemented in R using the ‘rworldmap’ and ‘dplyr’ packages. The data analysis was 142 
conducted using a descriptive summary and thematic synthesis approach to accommodate the 143 
diversity of study designs and outcomes included in this research. Quantitative data were 144 
summarized using appropriate descriptive statistics such as means, standard deviations, 145 
frequencies, and percentages to illustrate the distribution and characteristics of the sample. 146 
Qualitative data were analyzed thematically, identifying recurrent themes and patterns relevant 147 
to the research objectives. To ensure rigor, data coding was performed independently by two 148 
researchers, and discrepancies were resolved through discussion to reach a consensus. The 149 
synthesis process involved grouping the findings into thematic categories that reflect the core 150 
aspects of the study, allowing for a comprehensive understanding of the phenomena under 151 
investigation. The main themes included: [Theme 1: e.g., types of interventions or technologies], 152 
[Theme 2: e.g., impacts or outcomes observed], [Theme 3: e.g., challenges or barriers], and 153 
[Theme 4: e.g., recommendations and future directions]. Each theme was explored in detail to 154 
highlight similarities and variations across the studies. Where applicable, subgroup analyses or 155 
comparative assessments were conducted to examine differences by corresponding variables 156 
such as demographic factors, study settings, or intervention types. The integration of 157 
quantitative and qualitative findings enabled a holistic interpretation, supporting the 158 
development of evidence-based conclusions. All statistical analyses and data visualization were 159 
performed using the R environment (version 4.5.1 in 2025), ensuring reproducibility and robust 160 
data handling, with results presented in tables and figures to facilitate clarity and comprehension. 161 
A narrative summary was then compiled, providing insights into the strengths and weaknesses 162 
of current AI applications in medical education. 163 

2.7. Quality Assessment 164 

Given the scope of the review and the heterogeneity of included studies, a formal quality 165 
assessment of individual studies was not conducted. However, the methodological rigor of each 166 
study was noted in the data extraction process. The procedure of this scoping review was 167 
prospectively registered on the Open Science Framework (OSF) under the registration DOI: 168 
https://doi.org/10.17605/OSF.IO/9UPHE. The protocol followed the methodological 169 
framework proposed by Arksey and O’Malley (2005) [15] and refined by Levac et al. (2010) 170 
[16], ensuring transparency and reproducibility of the review process. 171 



 

 
 

9

2.8. Ethical Considerations 172 

This scoping review did not involve any direct interaction with human participants, and ethical 173 
approval was not required. However, all included studies were verified for adherence to ethical 174 
standards according to the guidelines of the corresponding journals (in which they were 175 
published). 176 

3. Results 177 

3.1. Summary of Scoping Review Findings 178 

Insert Figure 1 179 

Insert Table 2 180 

A total of 50 studies, published between 2010 and 2025, were included in the review, extracted 181 
from five major databases: ERIC (n = 64), PubMed (n = 12), Google Scholar (n = 64), 182 
ScienceDirect (n = 67), and Scopus (n = 32), following the PRISMA flowchart (Figure 1). 183 
Regarding the year-wise analysis, there has been a rapid increase in publications since 2019, 184 
with a peak of 25 studies in 2024.  185 

Early studies (2010–2020) mainly originated from the USA, UK, and Canada, employing 186 
machine learning and deep learning techniques, often through quantitative or review-based 187 
designs, focused on foundational curriculum assessment and surgical video evaluation. Between 188 
2021 and 2023, research distribution expanded geographically to China, Malaysia, Pakistan, 189 
Saudi Arabia, and several European countries. During this period, AI types diversified to include 190 
intelligent tutoring systems, learning analytics, and generative AI/large language models 191 
(GenAI/LLMs). Study designs encompassed qualitative study, experimental empirical study, 192 
systematic reviews, and perspective papers. Application areas broadened to nursing education, 193 
pharmaceutical education, and public health contexts. By 2024, GenAI and LLMs became 194 
dominant, with multiple studies reporting applications in nursing, digital health education, 195 
surgical training, and pediatrics. The USA remained the leading contributor, followed by France, 196 
Germany, India, and Australia. The most recent studies up to April 2025 included emerging 197 
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publications from the United Arab Emirates, Spain, Ghana, and the UK, focusing on clinical 198 
competency assessments, radiology, and endoscopy education (Table 2). 199 

3.2. Geographic Trends in AI Applications in Medical Education 200 
Insert Figure 2 201 
Insert Figure 3 202 

The world map highlights the geographic distribution of research on AI integration in medical 203 
education. The USA accounted for the highest number of studies, followed by Canada, the UK, 204 
Germany, India, and China. Several countries in Europe, Asia, and the Middle East also 205 
contributed to this body of research, although with fewer publications. The map demonstrates a 206 
clear dominance of high-income countries in the technological development and publication of 207 
AI-related educational innovations. In contrast, regions such as Africa and parts of South 208 
America remain underrepresented in the current literature (Figure 2). In addition, most studies 209 
originated from the USA, followed by Canada, Germany, Taiwan, and the UK (Figure 3.a). 210 
Narrative and conceptual reviews were the most common study designs (Figure 3.b). 211 
Publications increased sharply in 2024 (Figure 3.c), reflecting rising interest in AI integration 212 
for CBME. The top publishing journals included JMIR Medical Education, BMC Medical 213 
Education, and Academic Medicine, highlighting both educational and interdisciplinary 214 
relevance (Figure 3.d). 215 

3.3. Thematic and Temporal Trends of AI Applications in Medical Education 216 

Insert Table 3 217 

The analysis identified five major topics in AI applications in medical education. These topics 218 
are summarized in Table 3, along with their associated top keywords and applications: Topic 1 219 
(Focused on ChatGPT, machine learning, deep learning, and LLMs): The key applications 220 
included Medical Education in Ophthalmology, Training Medical Students in AI Concepts, and 221 
CBME. Topic 2 (Emphasized GenAI, machine learning, and support systems): This topic had 222 
applications in clinical decision support, AI-enhanced curriculum design, and assessment 223 
frameworks. Topic 3 (Highlighted natural language processing (NLP), LLMs, and learning 224 
analytics): These were predominantly applied in personalized learning systems, feedback 225 
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analysis, and interactive learning environments. Topic 4 (Centered on deep learning, GenAI, 226 
and artificial intelligence systems): The applications included simulation-based education, 227 
intelligent tutoring systems, and virtual healthcare environments. Topic 5 (Focused on NLP, 228 
large language models, and chatbot technologies): Applications were found in automated essay-229 
scoring, diagnostic decision-making, and patient feedback systems. 230 

Insert Figure 4 231 

The temporal analysis (Figure 4) demonstrates a significant increase in AI-related publications 232 
in medical education, particularly since 2020, with a peak observed in 2024. Topic 5 (centered 233 
on LLMs, NLP, and ChatGPT) has dominated recent years, especially from 2023 to 2024. Topic 234 
1, though less frequent overall, appeared to be concentrated in 2024. Geographically, the USA 235 
led across all topics, notably in Topic 1 and Topic 5. Countries such as Germany, India, France, 236 
Canada, and the UK also contributed across multiple themes. This distribution highlights both 237 
the global engagement in AI-enhanced medical education and the growing concentration of 238 
research efforts on GenAI and language-based tools in recent years. 239 

3.4. Mapping AI Technologies to Educational Applications: A Sankey Visualization 240 

Insert Figure 5 241 

The Sankey diagram (Figure 5) represents the predominant artificial intelligence methodologies 242 
utilized across diverse domains of medical education. Machine learning, deep learning, and 243 
GenAI/LLMs constituted the most prevalent approaches, exhibiting strong associations with 244 
general medical education, surgical training, and diagnostic instruction. Less commonly applied, 245 
but nonetheless, noteworthy AI techniques included NLP, intelligent tutoring systems, and 246 
ontology-based rule-driven frameworks, which are primarily linked to specialized fields such as 247 
pediatric education, pharmaceutical education, and residency training programs. This 248 
visualization highlights the breadth and heterogeneous adoption patterns of AI applications 249 
across educational domains, emphasizing a nascent approach in well-established research and 250 
pedagogical innovation. 251 

3.5. Literature Gaps in AI Integration within CBME 252 
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Insert Figure 6 253 
The word cloud generated from the “Gap Identified” field in our scoping review offers a concise 254 
and visual-intuitive overview of the most-frequently reported limitations and unmet needs 255 
across the included studies (Figure 6). Several key research gaps emerged as dominant themes. 256 
First, there is a lack of standardization, particularly in methodology, evaluation metrics, and 257 
integration frameworks for AI tools in medical education. Second, ethical concerns related to 258 
data privacy, informed consent, and responsible deployment of AI were frequently highlighted. 259 
Third, technical limitations were noted, including gaps in language processing capabilities, 260 
ontology modeling, and adaptive personalization of AI systems. Fourth, many studies 261 
emphasized the need for summative evaluation, scalable implementation strategies, and real-262 
time decision support, especially in tool development and deployment phases. Fifth, a shortage 263 
in full-scale clinical validation and real-world testing of AI-integrated educational interventions 264 
was commonly reported. 265 
4. Discussion  266 
This scoping synthesis illustrates a dynamic and maturing research landscape in the application 267 
of AI within medical education, particularly within the emerging CBME approach that has not 268 
been previously implemented. The review is characterized by a sharp rise in publication volume, 269 
diversification of AI applications, and broader geographical engagement. Since 2019, there has 270 
been an exponential increase in scholarly output, peaking in 2024. Overall, this trend reflects a 271 
maturing research landscape by increasing international collaboration, methodological diversity, 272 
and expanding AI applications in medical education, which involve both technological advances 273 
and the rising urgency to modernize medical curricula in an era of digital transformation. The 274 
prevailing research designs contributed theoretical values, including narrative reviews, 275 
perspective papers, and cross-sectional surveys. This indicates that the field is currently in an 276 
"exploratory phase", with only a limited number of experimental studies featuring control 277 
groups or randomized controlled trials (RCTs). The most commonly leveraged technologies are 278 
GenAI and LLMs, notably ChatGPT, along with NLP, traditional machine learning, and 279 
learning analytics. These technologies have been applied across the entire medical education 280 
pipeline, including clinical simulation, personalized learning pathways, qualitative feedback 281 
analysis, and CBME assessments through EPAs. The most significant gap in the current 282 
literature lies within the absence of randomized controlled trials, the lack of long-term follow-283 
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up studies, and the limited evidence on cost-effectiveness outcomes. These findings are 284 
consistent with the trend highlighted by Domrös-Zoungrana et al. (2024) [63], who emphasized 285 
that most current evidence remains descriptive, with limited availability of empirical data. A 286 
novel observation is the rapid shift toward GenAI and LLMs during 2023–2024, which has 287 
clearly surpassed the prevalence of traditional NLP reported in reviews published prior to 2022. 288 
Moreover, geographic mapping reveals a stark imbalance: regions such as Africa and South 289 
America are largely absent from the research landscape. This omission has not been adequately 290 
addressed in previous reviews. 291 
4.1. Evolution and Maturity of Research 292 
Early studies (2010–2020) predominantly emerged from North America and Western Europe, 293 
focusing on foundational machine learning applications in curriculum evaluation [18, 19] and 294 
video analysis for surgical training [20]. These efforts laid the groundwork for methodological 295 
rigor and established AI’s potential in educational settings. Post-2020 research rapidly expanded 296 
to Asia [25, 36, 59], the Middle East [32, 42], and Africa [60, 62], signifying a global recognition 297 
of AI’s relevance and a democratization of research outputs. Countries like China [37, 51, 59], 298 
India [31, 46, 48, 65], Saudi Arabia [29, 32], and Malaysia [29] now feature prominently in the 299 
literature. 300 
4.2. Shifts in AI Modalities and Study Designs 301 
The field has evolved from a reliance on traditional machine learning and deep learning to the 302 
adoption of GenAI and LLMs [31, 37, 40-42, 48, 49], such as ChatGPT [61-63]. These newer 303 
tools have demonstrated potential across diverse educational applications, ranging from 304 
automated essay grading to OSCE evaluations [25, 61]. Additionally, the spectrum of research 305 
designs has broadened, encompassing qualitative analyses, mixed-method studies, and 306 
systematic reviews, reflecting the growth in methodological sophistication and contextual 307 
adaptation. 308 
4.3. Geographic and Topic Distribution 309 
A choropleth and Sankey analysis underscore the dominance of high-income countries, notably 310 
the USA, Germany, Canada, and UK, across AI topics. Despite modest contributions, nations 311 
like Ghana and the UAE signaled the emergence of new research hubs. Topic modeling reveals 312 
five dominant themes, with recent years heavily weighted toward LLMs, NLP, and GenAI, 313 
especially in personalized learning, clinical simulation, and decision support systems. 314 
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4.4. From the Landscape to Practical Implications 315 

The topic modeling in this study revealed five core themes reflecting distinct applications of AI 316 
in medical education. This pattern is consistent with recent literature. 317 

Topic 1 on the integration of LLMs and ChatGPT into CBME and EPA framework as 318 
demonstrated in the study by Roy, Asitava Deb et al. (2024) [46], where ChatGPT generated 319 
appropriate responses in AETCOM scenarios, and supported both learners and educators in 320 
resource-limited settings. This aligns with findings by Kung et al. (2023), which showed that 321 
ChatGPT achieved passing scores on USMLE-style questions, highlighting its potential for self-322 
directed clinical reasoning [66]. Sallam (2023) also reported its educational potential in 323 
reflective learning and case-based thinking [67]. A multinational study by Wang et al. (2023), 324 
involving authors from Vietnam, China, Cambodia, Singapore, US, Austria, Poland, and UK, 325 
focused on low and middle-income country setting [37]. The study highlighted ChatGPT’s 326 
potential to enhance access to medical information, improve public health literacy, support 327 
telemedicine, and translate medical content into local languages. This technology holds 328 
promises for advancing global health equity, facilitating remote medical education, and 329 
improving care in underserved regions. Its integration into emerging models such as CBME 330 
may help overcome language and resource barriers in settings like Southeast Asia. 331 
In Topics 2–4, which emphasize the use of machine learning and GenAI for simulation and 332 
feedback, are supported by findings from Jason A. Reid et al. (2025). Their study demonstrated 333 
that ChatGPT-3 enabled nursing educators to rapidly generate complex clinical scenarios, 334 
promote critical thinking, and significantly reduce simulation-development time. While 335 
ChatGPT proved to be a creative, convenient, and efficient tool for nursing education, the study 336 
also highlighted the need for ongoing evaluation of the medical accuracy and currency of AI-337 
generated content [38]. Pathiyil Ravi Shankar et al. (2023) reported that medical faculty from 338 
Malaysia and Pakistan viewed time-flexible and competency-personalized undergraduate 339 
medical programs as feasible, enabling students to progress at their own pace upon 340 
demonstrating required competencies. AI and online learning were regarded as essential tools 341 
to support this individualized educational approach [38]. Additionally, Alison Lentz et al (2021) 342 
introduced the concept of "AI-assessment", which integrates artificial intelligence into medical 343 
education assessment systems to shift from summative evaluation toward formative and 344 
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learning-oriented feedback. AI was shown to facilitate continuous feedback, personalize 345 
learning trajectories, and support reliable assessment of professional activities (EPAs). However, 346 
the authors emphasized that AI is not inherently objective and should be co-developed with 347 
stakeholders to ensure fairness and educational effectiveness [24]. 348 
Topic 5 focuses on NLP and chatbots as virtual assistants aligns with the review by Booth et al. 349 
(2022), who developed a natural language processing model to automatically classify faculty 350 
feedback into sub-competencies based on the Milestone 2.0 framework in medical education. 351 
Trained across three institutions and validated at a fourth, the model demonstrated high accuracy 352 
in domains such as professionalism, communication, and lifelong learning. It enabled the rapid 353 
organization of hundreds of feedback entries and generated self-assessment reports within one 354 
minute, and was successfully deployed in a functional web-based application [28]. These 355 
parallels support our interpretation that AI tools are no longer experimental novelties, but 356 
evolving educational supports structured around key pedagogical goals. 357 

4.6. Temporal and Geographic Trends 358 

The temporal analysis in the study shows a sharp rise in AI-related publications between 2020 359 
and 2024, which aligns with the COVID-19 pandemic's push toward digital transformation in 360 
education [68].  The United States takes a lead in AI-integration research for medical education, 361 
a trend consistent with findings reported by Shuang Wang et al. in 2024 [69], followed by 362 
Germany, India, France, Canada, and the UK.  This pattern likely reflects disparities in 363 
infrastructure, research funding, and policy support [42]. Notably, emerging countries like India 364 
[46] and Brazil are gaining prominence, particularly in Topic 5 applications such as chatbots 365 
for public health education, suggesting a diversification of innovation sources. These trends 366 
highlight both the global expansion and the persistent imbalance in AI research capacity across 367 
regions. 368 

4.7. Research Gaps and Priority Actions 369 

Several critical gaps remain in the integration of AI into medical education, each with distinct 370 
implications for practice and policy. First, the lack of standardized AI competency frameworks 371 
for faculty and students contributes to fragmented teaching and limits alignment with CBME. 372 
This gap is well-recognized by Mitchell G. Goldenberg in 2023 [70], who called for the 373 
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development of structured AI literacy curricula in undergraduate medical education. Second, 374 
the scarcity of RCTs and long-term evaluations limits our ability to determine true effectiveness 375 
or cost-benefit. This issue has also been acknowledged in previous studies by Fatima et al. in 376 
2024 [42] and Booth et al. in 2023 [28]. Third, the integration of AI into CBME workflows 377 
remains superficial. While tools like LLMs are being explored for feedback and decision-378 
making support, few studies demonstrate their systematic incorporation into EPA-based 379 
assessment systems, a challenge noted by Booth et al. in 2023 [24]. Although NLP was effective 380 
in mapping feedback to Milestone sub-competencies, its operational integration into momEPA 381 
dashboards or entrustment workflows was not evaluated [28]. Current AI ethics and validation 382 
protocols are often lacking, posing safety concerns. As highlighted by Xin Wang et al. in 2023, 383 
while ChatGPT supports basic medical education, concerns remain regarding content accuracy, 384 
legal liability, and ethical use in practice [71]. Addressing these gaps will be critical to ensure 385 
AI contribution in not only innovation, but also safety, equity, and educational value to 386 
competency-based training. 387 

4.8. Implications for Policymakers and Educators 388 

To operationalize AI integration in medical education, particularly within CBME that 389 
emphasizes personalized and learner-centered approaches, this study proposes several 390 
actionable strategies grounded in recent trends and supported by emerging research. First, 391 
developing institutional AI sandboxes can provide students and educators with controlled 392 
environments to engage in prompt engineering, clinical case simulation, and generation of 393 
standardized assessment data.  Second, offering targeted micro-credentials such as Prompt 394 
Engineering for Clinicians, will be essential to upskill the faculty and ensure sustainable micro-395 
credentials leadership in the digital transformation era [42]. Third, academic and industry 396 
collaboration should be fostered to develop large-scale, multilingual and ethnically diverse 397 
datasets. This approach would enhance model generalizability and reduce bias, addressing 398 
concerns raised by Mehrabi et al. (2021) regarding demographic inequities in training data[72]. 399 
To ensure both educational efficacy and ethical integrity, a two-tier evaluation framework for 400 
AI integration in medical education is proposed: 1) Learning Quality – assessed through 401 
analytics aligned with EPAs, enabling competency-based tracking of learner performance; 2) 402 
Algorithmic Governance, evaluated based on key dimensions such as model explainability, data 403 
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privacy, and fairness. This dual-layered approach provides a comprehensive foundation for 404 
monitoring AI-driven educational innovations, ensuring that implementations are not only 405 
pedagogically sound but also aligned with technical transparency and ethical standards [73]. 406 
Together, these recommendations form a roadmap toward safe, equitable, and competency-407 
driven AI deployment in medical education. 408 

4.9. Limitations of the Scoping Review 409 

This review has several limitations. First, the inclusion of only English-language publications 410 
may have excluded relevant non-English or locally published studies. Second, the absence of a 411 
formal quality appraisal procedure limited the certainty of the findings. Third, reliance on 412 
automated data extraction from titles and abstracts may have introduced semantic errors. Future 413 
research should address these gaps through multilingual searches, rigorous empirical studies, 414 
ethical safeguards, cost-effectiveness analyses, and the development of validated AI 415 
competency standards. 416 
5. Conclusion 417 
5. 1. Summary of Findings 418 
This scoping review highlights a dynamic and increasingly sophisticated landscape of AI 419 
applications in medical education, which underscores the value of systematically mapping key 420 
concepts, evidence types, and knowledge gaps within a defined area of inquiry, marked by a 421 
growing integration of generative AI and large language models into competency-based 422 
educational frameworks. While notable progress has been made in diversifying research across 423 
regions and AI modalities, current evidence remains largely theoretical. There is limited 424 
empirical validation, a lack of long-term outcome evaluations, and an insufficient number of 425 
randomized controlled trials as well as standardized guidelines and policies regarding ethical 426 
standards. Moreover, regional disparities in research contributions and gaps in ethical oversight 427 
underscore the urgent need for inclusive, equitable, and safe implementation of AI in medical 428 
training. 429 
5. 2. Actionable Implications and Policy Directions 430 
To advance the responsible integration of AI into medical education, we emphasized the need 431 
for rigorous, context-sensitive research, including randomized controlled trials, cost-432 
effectiveness studies, and the development of AI literacy frameworks such as micro-433 
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credentialing in prompt engineering, AI ethics, and responsible data use. We also advocated for 434 
a dual-focus evaluation strategy that incorporates both learning outcome tracking and 435 
algorithmic governance, thereby ensuring that innovation aligns with pedagogical integrity and 436 
ethical accountability. Collectively, these insights provide a foundation for evidence-informed 437 
policymaking, responsible educational reform, and the future advancement of digital 438 
transformation in medical education.  439 
6. Abbreviation 440 

AI Artificial Intelligence 
GenAI Generative Artificial Intelligence 
ML Machine Learning 
DL Deep Learning 
LLM Large Language Model 
CBME Competency-Based Medical Education
EPA Entrustable Professional Activity 
NLP Natural Language Processing 
ITS Intelligent Tutoring System 
AETCOM Attitude, Ethics, and Communication
MIRS Master Interview Rating Scale 
OSF Open Science Framework 
PRISMA-
ScR 

Preferred Reporting Items for Systematic Reviews and Meta-Analyses – 
Scoping Review 

RCT Randomized Controlled Trial
GPT Generative Pre-trained Transformer 
OSCE Objective Structured Clinical Examination 
 441 
  442 
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Table 1. Inclusion and exclusion criteria for study selection 1 

CATEGORY INCLUSION CRITERIA EXCLUSION CRITERIA

Publication 
type Peer-reviewed journal articles 

Conference abstracts, non-peer-reviewed sources, 
unpublished theses, editorials, commentaries, reports, 
preprints, or grey literature 

Publication 
period Published between 2010 and April 2025 Published before 2010 or after the search end-date; 

articles with unclear publication year 

Language English-language publications Non-English articles, bilingual reports without English 
full-text 

Full-text 
availability Full-text articles available Abstract-only articles, inaccessible full-text, or studies 

only available as protocol/registration 

Focus and 
scope 

Studies focusing on AI applications in 
medical education, especially within CBME 
frameworks 

Studies with a primary focus on non-medical education, 
non-healthcare professions, or on technologies unrelated 
to AI 

Educational 
context 

Studies related to undergraduate, 
postgraduate, or continuing medical 
education using CBME approaches 

Studies limited to high school, non-medical education, or 
medical training outside CBME/competency-based 
frameworks 

Ai applications 
Research involving machine learning, deep 
learning, intelligent tutoring systems, or 
generative AI (e.g., ChatGPT) 

Studies focusing exclusively on non-AI digital 
technologies (e.g., traditional e-learning, telemedicine 
without AI, simulation without AI) 

Competency 
focus 

Studies presenting data on AI use for 
assessing cognitive, clinical, or non-cognitive 
competencies in medical students 

Studies only describing AI for administrative tasks, 
resource management, or technical infrastructure, without 
relation to competency assessment 

 2 
  3 
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Table 2. Temporal trends and characteristics of AI research in medical education 1 
 2 
Year Count Countries AI Types Study Designs Application Areas 
2010 [18] 1 USA Machine learning / deep 

learning 
Quantitative study Medical school basic 

science curriculum 
assessment 

2019 [19, 
20] 

2 UK; USA Machine learning / deep 
learning; ontology-based rule-
driven system 

Conceptual / perspective 
paper; tool development and 
evaluation study 

Higher education - 
credentialing; curriculum 
innovation; medical 
education 

2020[21] 1 Canada Machine learning / deep 
learning 

Review Surgical video assessment 

2021[22-
25] 

4 Canada; 
UK; USA; 
China 

Intelligent tutoring system 
(ITS); learning analytics 
(LA); educational data mining 
(EDM); process mining; text 
analytics; machine learning / 
deep learning; optimization 
algorithm (metaheuristics; 
ML-based) 

Review; exploratory case 
study; perspective / 
commentary; simulation-
based modeling (Monte 
Carlo) + secondary data 
analysis 

Medical Education 

2022[26, 
27] 

2 Canada; 
Ukraine 

AI in general; clinical 
decision support systems; 
murmur analysis; ECG 
interpretation; chatbot-based 
automation 

Review Medical education; 
pharmaceutical chemistry 
education 

2023[28-
37] 

10 USA; 
Malaysia; 
Pakistan; 
Canada; 
India; 

Natural language processing 
(NLP); learning analytics; 
virtual simulations; 
individualized feedback 
systems; artificial 

Perspective/conceptual 
paper; qualitative study; 
cross-sectional study; 
review; experimental study; 
descriptive study of program 

Medical education; surgical 
education; medical 
biochemistry education; 
nursing education; 
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Saudi 
Arabia; 
India; 
Belgium; 
Australia; 
Thailand; 
China; 
Cambodia; 
Vietnam; 
Austria; 
Poland; 
Singapore; 
UK 

intelligence; generative AI / 
LLM; machine learning / deep 
learning; AI-based automated 
essay scoring (AES); 
conversational agent; AI-
based system 

development and evaluation 
through a student survey; 
system architecture 
development and heuristic 
evaluation; 
viewpoint/commentary 

medicine and public health 
in mics 

2024 [14, 
38-60] 

26 USA; 
France; 
Germany; 
Pakistan; 
Chile; 
Taiwan; 
Australia 
& Canada; 
India; 
Bahrain; 
Norway; 
Hong 
Kong 
SAR; 
China; 
Lebanon; 
Canada; 

Generative AI / LLM; AI; 
natural language processing 
(NLP); machine learning / 
deep learning; natural 
language processing; not 
specified; includes dashboard 
analytics and feedback tools; 
lexicon-based sentiment 
analysis 

Perspective/conceptual 
paper; program description / 
educational innovation; 
experimental study; 
perspective / theoretical 
framework; conceptual / 
commentary; review; 
qualitative study; cross-
sectional study; conceptual 
study with simulated AI-
human interaction analysis; 
retrospective document 
analysis with AI-assisted 
thematic and sentiment 
analysis; quantitative study; 
performance evaluation 
study; sentiment analysis 

Nursing education; digital 
health education; medical 
education; health sciences 
education – diagnostic 
training; cardiovascular 
medicine education; 
feedback analysis in clinical 
education; detection of AI-
generated medical writing; 
graph comprehension and 
education research; 
postgraduate pediatric 
education; surgical training; 
plastic and reconstructive 
surgery; otolaryngology 
residency training; 
education (graph 
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China; 
Tunisia 

using NLP on survey text 
responses 

comprehension skills 
assessment) 

2025 [61-
64] 

4 United 
Arab 
Emirates; 
Spain; 
Germany; 
UK; USA; 
Ghana; 
Canada. 

Generative AI / LLM; 
machine learning / deep 
learning 

Review; experimental study Medical education; clinical 
competency assessment 
(OSCE); healthcare 
education (medical; 
nursing; public health; 
dental; audiology; pediatric 
education); radiology 
education; endoscopy 
education 

1 
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Table 3.  Major thematic topics in AI applications within medical education 1 
TOPIC Number of 

Studies 
TOP KEYWORD Top Applications 

Topic 1 2 ChatGPT, learning, 

language, large, machine, 

model, deep, LLM, 

processing, natural   

Medical Education in 

Ophthalmology, Training 

Medical Students; 

Competency-Based Medical 

Education 

Topic 2 10 learning, machine, large, 

generative, model, 

ChatGPT, vision, and, 

systems, SVM 

clinical decision support, AI-

enhanced curriculum design, 

and assessment frameworks 

Topic 3 9 machine, language, 

ChatGPT, LLM, learning, 

analytics, systems, model, 

support, general 

personalized learning systems, 

feedback analysis, interactive 

learning environments 

Topic 4 7 learning, generative, 

language, LLM, large, 

model, general, deep, 

artificial, systems 

Simulation-based education, 

intelligent tutoring systems, 

virtual healthcare 

environments 

Topic 5 22 language, model, NLP, 

LLM, large, ChatGPT, GPT, 

systems, computer, 

processing     

Automated essay scoring, 

diagnostic decision-making, 

patient feedback systems 

 2 
 3 
  4 
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 2 
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 7 

 8 

 9 
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 11 

 12 

 13 

 14 

 15 

 16 

 17 
*    – Abstract not related to AI (n = 13) 18 
        – Abstract not related to CBME (n = 9) 19 
        – Abstract not related to both AI and CBME (n = 3) 20 
**   21 
      – Records not retrieved due to full-text inaccessibility (n = 1) 22 

Figure 1. The PRISMA 2020 flow diagram of the scoping review 23 
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Studies included in review 
(n = 50) 
Reports of included studies 
(n = 50)  
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Records screened 
(n =190) 
 

Records excluded* 
(n =25 ) 

Reports sought for retrieval 
(n =165)  

Reports not retrieved** 
(n =1) 

Reports assessed for eligibility 
(n =164) 

Reports excluded: 
Studies not related to AI (n 
=52) 
Articles outside the field of 
medical or health professions 
education (n =62) 
 

Records identified from: 
- ERICS (n = 64) 
- Pubmed (n = 12) 
- Google Scholar (n = 64) 
- ScienceDirect (n = 67) 
- Scopus (n= 32) 
Total (n=239) 
 

Records removed before 
screening: 

Duplicate records removed (n 
= 49 ): 
-Records marked as ineligible 
by automation tools (n = 49) 
-Records removed for other 
reasons (n = 0) 

Identification of studies via databases and registers
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 1 
 2 

Figure 2. Global research output intensity in AI applications for medical education, 3 
visualized by country (latest updated on April 2025). 4 
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 1 
Figure 3. Overview of AI research in medical education: geographic origins, study 2 
designs, publication trends, and key journals 3 
(a) Top countries of origin for AI in medical education research 4 
(b) Distribution of study designs in included articles 5 
(c) Number of publications per year 6 
(d) Leading journals publishing AI research in medical education 7 
  8 
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 1 
 2 

Figure 4. Left: Topic trends over time (latest updated on April 2025); Right: 3 

Distribution of topics by country 4 

 5 

 6 

Figure 5. Sankey diagram showing flow from AI types to application areas 7 
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 1 
 2 

Figure 6. World cloud of gaps identified in the literature on AI in CBME 3 

 4 
 5 
 6 
 7 


